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Abstract: Cryogenic single-particle photoluminescence (PL)
spectroscopy has been used with great success to directly
observe the heterogeneous photophysical states present in
a population of luminescent particles. Cryogenic electron
tomography provides complementary nanometer scale struc-
tural information to PL spectroscopy, but the two techniques
have not been correlated due to technical challenges. Here, we
present a method for correlating single-particle information
from these two powerful microscopy modalities. We simulta-
neously observe PL brightness, emission spectrum, and in-
plane excitation dipole orientation of CdSSe/ZnS quantum
dots suspended in vitreous ice. Stable and fluctuating emitters
were observed, as well as a surprising splitting of the PL
spectrum into two bands with an average energy separation of
80 meV. In some cases, the onset of the splitting corresponded
to changes in the in-plane excitation dipole orientation. These
dynamics were assigned to structures of individual quantum
dots and the excitation dipoles were visualized in the context of
structural features.

Introduction

A goal of many semiconductor quantum dot syntheses is
a homogeneous batch of particles.[1] The more homogeneous
the preparation, the easier it is to use particles reliably and to
correlate photophysical properties to structural features.
However, there will always be some degree of heterogeneity
in the particles produced, both in structure and in optical
properties. Here we describe a new approach, cryogenic
correlative single-particle photoluminescence spectroscopy
and electron tomography which can cut through photophys-
ical and structural heterogeneity by recording PL properties
of individual quantum dots and correlating these properties
with their corresponding three-dimensional reconstructions
determined by cryogenic electron tomography (cryo-ET).

This approach provides insight into the electronic structure,
physical structure, and environment of single quantum dots,
and allows for the observation of heterogeneity that is lost in
an ensemble-averaged measurement, but is retained in single-
molecule spectroscopy.[2]

Performing single-particle optical microscopy experi-
ments at cryogenic temperatures comes with a number of
benefits over room-temperature experiments. For example,
cryogenic temperatures produce PL line narrowing,[3–5] which
improves spectral resolution, and cryogenic temperatures
reduce the quantum yield of photobleaching,[6] which in-
creases the total number of photons that can be collected. The
spatial resolution of optical microscopy is restricted by the
Abbe diffraction limit to about half the wavelength of emitted
light. While this can be improved by single-molecule local-
ization techniques,[7] especially at cryogenic temperatures,[8,9]

PL alone can never resolve the nanoscale physical structure of
individual emitters in far-field microscopy due to its detection
by electric-dipole radiation. Cryo-ET is a complementary
technique to single-molecule PL spectroscopy as it provides
excellent spatial resolution, but no information about the
corresponding electronic structure. The combination of these
two powerful approaches allows for the correlation of
physical and electronic structure of individual emitters and
can lead to insight inaccessible by either technique independ-
ently.

In this work, we chose to apply this new correlative
method to commercially available CdSSe/ZnS semiconductor
nanocrystals or quantum dots (QDs). Because of their
tunable band gaps, large quantum yields, and robust synthesis
methods,[10] QDs are promising for many potential device
applications.[11] However, it is well known that their perfor-
mance in many of these applications is limited by PL
intermittency (blinking) and spectral diffusion, both of which
can only be observed at the single particle level.[12, 13]

PL blinking was first observed in quantum dots in 1996,[13]

and has since been a topic of considerable study.[14–16] It is
generally attributed, at least in part, to trapped charges
causing large local electric fields, driving non-radiative Auger
recombination.[17] Explanations involving multiple recombi-
nation centers,[18] surface vacancies,[19] or combinations of the
above have also been proposed.[20] Blinking has been shown
to follow power law statistics and is found to be dependent on
many experimental parameters such as excitation wavelength
and intensity, environment, and core/shell composition and
thickness.[17, 21,22] More recent studies have found the existence
of one or multiple emissive states with intermediate bright-
ness, complicating the simple on/off picture. These “grey”
states have been shown to exhibit different lifetimes,[23, 24] and
have been attributed to a positive or negative trion state.[25]
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Spectral diffusion of single QDs has a similarly long
history of study, both at low temperatures[26] and above room
temperature.[27] Large shifts have been attributed to the
quantum confined Stark effect caused by electric fields
created by trapped charges.[28] This excess charge can result
in local electric fields on the order of tens of MVcm@1, which
can cause spectral shifts on the order of tens to hundreds of
meV.[17, 28] These spectral shifts have since been correlated
with PL blinking.[29]

Comparative studies of spectroscopic and structural
properties conducted on the same batch of QD nanoparticles
have yielded insights.[30–32] However, most PL studies of single
quantum dots have not correlated the physical structure and
orientation of each specific QD or cluster of QDs that gives
rise to the observed spectrum and blinking dynamics. A few
studies have correlated the physical structure of individual
QDs with some details of their PL, yielding interesting
observations. For example, recent work has shown a relation-
ship between quantity and location of surface defects and PL
efficiencies in quantum dot-in-rod nanostructures.[33] Similar-
ly, the PL emission polarization of single quantum dots was
matched to high-resolution room-temperature transmission
electron microscope (TEM) images of the same quantum
dot.[34] When super-resolution techniques were combined with
scanning electron microscopy of clusters of QDs, the center of
the emission was observed to shift as the PL intensity
changed.[35] This method can be used to map energy flow
through a nanoscopic system. While these studies provide
novel insights into the correlated structure and PL of
individual and clusters of QDs, our new approach extends
these measurements by combining PL spectroscopy at
cryogenic temperatures and state of the art cryogenic electron
microscopy. Here, we demonstrate correlation of in-plane
excitation dipole, PL intensity, and PL spectra with three
dimensional cryo-ET reconstructions of individual QDs.
Additionally, we observe unreported dynamic PL spectral
splitting on the order of 80 meV in CdSSe/ZnS core–shell
quantum dots suspended in vitreous ice.

Commercially available CdSSe/ZnS QDs, characterized
by room-temperature TEM and bulk PL spectroscopy (see
Figure S1), were dissolved in nanopure water and plunge
frozen on SiO2 finder grids. This preparation resulted in
a dilute sample of quantum dots suspended in a thin layer of
vitreous ice. The plunge frozen sample was then loaded into
a cryogenic microscope stage on a home-built widefield
fluorescence microscope[36] outlined in Figure 1b. The sample
was excited by a 594 nm laser whose polarization was varied
each imaging frame in approximately 60 degree steps to
recover the in-plane projection of the excitation dipole
orientation.[37] For more details on the PL spectroscopy see
the Experimental Section of the Supporting Information.

While organic dye molecules generally have single electric
dipole transitions, QDs have numerous transition dipoles,
some of which form a two-dimensional plane due to
degeneracies.[34, 38] This two-dimensional plane of dipoles is
often referred to as the “bright” plane, and it is the projection
of this bright plane and other transition dipoles onto the
sample plane to which our method is sensitive. By observing
the change in detected PL intensity over our three linear

pumping polarizations, the preferred in-plane excitation
dipole orientation can be determined for each emitter in the
field of view, see Supporting Information for analysis details.
An example of the three-frame periodic fluctuation of PL
brightness is plotted along with a three-frame moving average
in Figure 1d. Emission from the sample is spectrally resolved
on an EMCCD camera following transmission through
a diffraction grating,[39] allowing for simultaneous determi-

Figure 1. Overview of experiment. a) Outline of experimental workflow.
Samples are plunge frozen to suspend QDs in vitreous ice, then
fluorescently imaged. Cryo-ET is then conducted at 77 K on the same
sample, and the images are registered. b) Schematic of home-built
cryogenic widefield fluorescence microscope. The excitation laser is
passed through a linear polarizer, an electro-optic modulator (EOM)
and a quarter wave plate to produce excitation polarization modulated
every frame (500 ms) in &6088 steps. Emission is dispersed onto an
EMCCD camera by a diffraction grating. c) Illustration of separation of
position and spectral information on the EMCCD and change in
brightness with changing excitation polarization. Different emitters
show different response to excitation polarization based on their
preferred in-plane excitation dipole orientation. d) Example brightness
trace for a single QD. In blue is the raw trace showing the three-frame
periodic change in brightness due to the stepped excitation polar-
ization. Frames at polarizations P1, P2, and P3 are marked with circles,
empty squares, and triangles, respectively. A three-frame moving
average brightness is plotted in black to more clearly show changes in
brightness not associated with changes in excitation polarization.
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nation of the emitter location and PL spectrum in the 0th and
1st order spots, respectively, as shown in Figure 1c. The
Supplementary Video S1 shows an example of raw fluores-
cence data following post-processing drift correction.

The same grid that was imaged in fluorescence is loaded
into a 200 keV electron microscope (Talos Arctica, Thermo
Fisher Scientific). Using the finder grid, the grid square
location measured on the fluorescence microscope is easily
identified. Then, using the unique pattern of holes that are
filled with vitreous ice, a rough registration can be performed
by eye (see Figure S2). The individual QDQs and clusters of
QDQs that were imaged in fluorescence can then been
identified in low magnification electron micrographs. Follow-
ing this identification, tomograms of the dots/clusters of
interest were acquired. Due to the robustness of the QDs the
total electron dose for the sample was 1000 e@c@2 or &12
times higher than that typically used for biological samples.
Three-dimensional tomographic reconstructions of the QDs
were performed using IMODQs ETOMO package[40] and the
resulting reconstructions were annotated using the neural net
from EMAN2[41] and visualized in Chimera.[42]

Post-acquisition, a fine alignment between the images
taken in the light microscope and a low magnification
electron micrograph is performed using the manually identi-
fied centers of the holes in the SiO2 substrate as control point
pairs for a projective transformation. Subsequent higher
magnification electron micrographs can then be easily aligned
to the lower magnification micrographs, see Figure S2 for
a more detailed description of the registration process. The
overall result of this alignment is a correlation of the dynamic
PL spectra, brightness and in-plane excitation dipole to the
three-dimensional cryo-ET reconstruction. In total, cryogenic
PL data was collected for 93 individual or clusters of quantum
dots, 18 of which were correlated with cryo-ET tomograms.
Ten of these 18 were found to be single QDs from the cryo-
ET, while the other eight were clusters of several QDs.

Results and Discussion

Figure 2 shows an example of one of the correlations that
identified a cluster of quantum dots via electron microscopy.
While the emission from a cluster of QDs (Figure 2a) hinders
the ability of our method to extract excitation dipole
orientation and emission spectra corresponding to individual
emitters, the observation of clusters of emitters does highlight
the ability to register super-localizations with ground truth
localizations provided by electron microscopy. We now
analyze the results in detail.

As is well-known, one challenge in localizing individual
emitters is isolating the contributions from individual emitters
in the presence of overlapping point spread functions (PSFs).
In order to overcome this challenge, fluctuations in the
integrated intensity corresponding to a cluster of QDs were
analyzed and large single-step changes in intensity arising
from a “blinking” or “bleaching” event can be reasonably
attributed to an individual QD within the cluster (see
Figure 2b). Frames adjacent in time to the “blinking” or
“bleaching” event that were of a consistent intensity level

were averaged and used as an estimate of the background
corresponding to the overlapping PSFs underlying the single
emitter. Following removal of this background, the remaining
intensity is attributed to the individual dot that has undergone
the “blinking” or “bleaching” and can be used to localize the
dot.[43, 44] Each consecutive frame where an individual emit-
terQs intensity can be isolated and localized provides an
estimate of that emitterQs position, in this case by fitting the
remaining PSF to a symmetric Gaussian.[45] In the 3D
tomogram, we can visualize the high density QD as in
Figure 2c. Each of these single-frame estimates should then
be merged into a single localization with a precision provided
by the standard error on the mean of the individual frame
localizations (see Figure 2d). Next, we analyze PL dynamics
that can be assigned to individual QDs and not clusters.

The PL data for three single QDs are shown in Figure 3
and their corresponding medium magnification micrographs
are shown in Figure S3. For each QD, the PL brightness,
spectrum, and preferred in-plane excitation dipole orienta-
tion are plotted as functions of time. Note that for the
brightness traces and spectra, three-frame moving averages
are plotted to portray changes not associated with the
periodic change in excitation polarization. PL brightness

Figure 2. Overlay of single-QD emission localizations and electron
microscopy data. a) Cropped region of a frame showing the 0th order
spots generated by two spatially separated emitters. b) Intensity of the
integrated areas shown as dashed red boxes in (a) as a function of
time. In the rare cases where there is substantial overlap of the point
spread functions from several emitters, as is the case for ROI 2, the
contributions from individual emitters can be isolated by subtracting
the average of frames adjacent in time to large intensity changes from
blinking. The large signals (magenta and blue) above the estimated
background (gray) can then be attributed to an individual emitter.
c) Medium magnification electron micrograph corresponding to the
area shown in (a). Black arrows highlight the location of quantum
dots. Inset shows the three-dimensional reconstruction from higher
magnification cryo-ET. d) Overlay of merged localizations shown as red
circles. Magenta and blue circles correspond to the localizations from
(b). The radius of the circles is the localization precision estimated by
the standard error of the mean of the individual frame localizations.
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was extracted from the 0th order image then scaled by an
experimentally determined calibration factor to quantify
photons collected in both the 0th and 1st order spots. Spectra
were collected from the 1st order image. Preferred in-plane
excitation dipole orientation was calculated from specific
spectral regions by analyzing the number of photons collected
in a given spectral region in each frame as a function of time
and excitation polarization.

The PL data of these QDs display several notable
features. In both Figure 3 a and b, the QDs exhibit a change
in intensity associated with a surprising transition from
a single peaked spectrum to a split spectrum and a change
in preferred excitation dipole orientation. The PL for the QD
presented in Figure 3a starts with a single peak centered at
630.4: 0.1 nm with an average brightness of 4.06: 0.08
photons ms@1. The preferred in-plane dipole orientation,
calculated from the region around the spectrum denoted by
the red box, was centered around 9388 relative to an arbitrary
fixed axis in the sample plane. This state lasted for 79 seconds,
after which the average brightness dropped to 2.52:
0.06 photons ms@1 and the spectrum exhibited a dramatic split
to two peaks centered at 609.34: 0.08 nm and 650.3: 0.1 nm.
The distance between these peaks, which we will call the
splitting energy, was 128.2: 0.3 meV. Notably both spectral
regions in the split state showed the same preferred excitation
dipole orientation of 4688 (see overlapping blue and yellow
symbols). This state persisted for 85 seconds. While the
recovered in-plane excitation dipoles are often quite consis-
tent, the preference is fairly weak (see Figure S4 and
Supporting Information). The QD then entered a dim state,
while the spectrum remained split with peaks at approx-
imately the same wavelengths. The signal to noise ratio during
this dim emission period was too low to calculate dipole
orientation, but 45 seconds later, the QD returned to a bright
state for two shorter periods with brightness slightly lower
than the previous intermediate state. The preferred in-plane

excitation dipole orientation was the same as the earlier split
state, but both emission peaks appeared slightly blue shifted
(2–4 nm). This suggests that the two states observed at 208
and 221 seconds are similar but not identical to the longer-
lived split state.

Figure 3b shows another example of PL data for a single
QD. Once again the emission starts as a single peak. In this
case the emission is more intermittent, with the QD blinking
off for two short periods and returning to the same single
peaked state. Average brightness and peak emission over
these three periods are 3.4: 0.1 photons ms@1 and 635.7:
0.6 nm, respectively, with a preferred in-plane excitation
dipole orientation of 4188. After 67 seconds, the spectrum splits
into two peaks, again with a corresponding decrease in
brightness and a change in excitation dipole orientation. In
this case the splitting in energy was smaller, with an average
gap of 105: 1 meV, and less symmetric about the single initial
peak, with emission peaks centered around 611.3: 0.3 and
644.7: 0.5 nm. The difference in in-plane excitation dipole
orientation is also smaller, with a change of about 1988. The
QD then enters a very dim state, interrupted by a brief return
to the split emissive state. When the emission returns at
147 seconds, the brightness and peaks are comparable to the
previous split state, but the in-plane excitation dipole
orientation is different by about 588.

From 159 seconds on to the end of the acquisition time,
the QD appears to sample many states with different
brightness levels and emission spectra. For some periods it
appears to be similar to the prolonged single peaked state at
the beginning of the trace, but most states are too short lived
to be effectively characterized. Throughout this time, the
excitation dipole appears to sample various angles between
those angles observed in the single peaked and split states.
Another notable feature is the appearance of what looks to be
the shoulder of a peak close to 600 nm beginning around
175 seconds. Due to the filters used in this experiment,

Figure 3. PL data for single QDs. For (a), (b) and (c), the top panel shows a three-frame running average of the brightness extracted from the 0th

order image scaled by 5.8 to represent photons collected in both the 0th and 1st order images. The middle panels show a waterfall plot of the
spectra extracted from the 1st order image over time, also averaged over three frames. The smoothing is done to show changes in brightness not
associated with changes in the excitation polarization. The bottom panel shows the in-plane excitation dipole orientation calculated for each
frame from the current brightness and the brightness of the next two frames. Red circles, blue circles, and yellow squares show orientation
calculated from brightness extracted from the spectral regions boxed in red, blue, and yellow, respectively. Orientations marked with white circles
are calculated from the brightness in the 0th order spot over three consecutive frames.
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emission to the blue of 600 cannot be resolved and so this
peak cannot be effectively quantified, but it appears to be
very close to the excitation wavelength of 594 nm. These two
QDs display two of the largest splits and orientation changes
of our sample set, but these behaviors are observed in many of
the PL measurements to varying degrees.

While splitting is not observed in Figure 3c, this single QD
is representative of many of the wandering behaviors
observed in this experiment. For the first 70 seconds, emission
is loosely centered on 620 nm, and the QD exhibits multiple
changes in brightness. It is important to note that the
orientation calculation is sensitive to changes in brightness
unrelated to change in excitation polarization occurring
during the three-frame window from which the excitation
polarization is calculated. Therefore, orientations (such as the
many isolated measurements between 1088 and 10088 in the
Figure) should not be considered physically meaningful
unless numerous adjacent measurements show similar ori-
entations and brightness. During these first 70 seconds the
preferred in-plane excitation dipole orientation varies widely
in part due to fluctuations in brightness, but maintains
a consistent average value of 16088. The emission then redshifts
to 632.9: 0.7 nm accompanied with a change in preferred in-
plane excitation dipole orientation to 13088. Then, from 150 to
250 seconds, the dot becomes very dim (0.66: 0.02 pho-
tonsms@1) and signal to noise is too low to calculate excitation
dipole orientation.

Overall, these examples portray much of the dynamic
intensity and spectral data we observed in all of the single dots
we examined. PL data for additional single QDs observed in
this experiment is presented in Figure S5. While we have
referred to the PL dynamics in Figure 3 as arising from single
QDs, the PL data alone does not justify this assignment. Quite
to the contrary, the numerous brightness levels, excitation
dipoles, and emission bands observed in the PL would naively
indicate a complex cluster of QDs rather than an isolated dot.
Often to determine if emission comes from a single emitter,
photon antibunching or the g(2) function is measured.[46]

However, this requires photon arrival time information that
is not easily collected in a wide field imaging setup. Here, it is
only with the correlative tomography data that we are able to
definitively assign these dynamics to individual QDs. This
correlation also permits the interpretation of the PL data
within the context of the three-dimensional structure provid-
ed by cryo-ET. Figure 4 and Supplementary Video S2 show
the overlay of several recovered in-plane excitation dipoles
with their corresponding three-dimensional cryo-ET recon-
structions.

The single dot structures shown in Figure 4a and b
correspond to the PL data shown in Figure 3a and b,
respectively, where the arrows show the different excitation
dipoles measured. Figure 4 c shows a pair of QDs that are
close together,& 13 nm between the centers of mass. This pair
exhibited a slightly preferred and short-lived excitation axis
corresponding to the period of brightest emission (see
Figure S6). This preferred excitation dipole could be due to
electronic coupling between the two dots and is closely
aligned with the line joining the two centers of mass in the
x@y plane shown in black. Due to the limited sample size of

single QDs that display a change in in-plane excitation dipole
orientation upon transition from single to split peaked
spectra, no clear correlation between structural features and
excitation dipoles can be determined with confidence. How-
ever, these overlays demonstrate the power of this technique
by definitively assigning these complex dynamics to single
QDs and in the case of the QD pair by displaying the
suggestive alignment between the physical vector joining the
QDs and the weak in-plane dipole preference.

With the clear assignment of the spectral splitting arising
from single QDs demonstrated by our correlative approach,
we next characterize this splitting phenomenon. While the
correlative data is limited to just 18 examples of single QDs
and clusters, PL data was collected for 93 luminescent objects.
Twenty six of the 93 objects display some degree of spectral
splitting. Figure 5a shows a histogram of splitting energies
observed in the full PL dataset plotted with markers denoting
the splitting energies of single QDs verified by associated
cryo-ET data. Inspection of this histogram shows the smaller
set of correlated singles effectively samples from the larger
population. Figure 5 b–d show time averaged spectra of
single-peaked and split states for three individual QDs. The
spectra in Figure 5b correspond to the QD in Figure 3a and
4a. This QD displayed the largest splitting energy. Likewise,
the spectra in Figure 5c correspond to the PL data in
Figure 3b and the three-dimensional reconstruction shown
in Figure 4 b. The split spectrum from another single QD
shown in Figure 5 d displayed the smallest splitting energy.

To our knowledge, this is the first reported observation of
this spectrally split emission behavior at the single QD level.
This is likely due to several unique aspects of our experiment.
Most notably, the environment surrounding the quantum dots
is vitreous ice. Traditionally both room temperature and
cryogenic single-particle QD studies have been conducted on
QD suspend in a thin polymer surface or on bare glass, either
in vacuum or under a range of different gasses. To explore the

Figure 4. Correlation of PL orientation measurements and cryo-ET
reconstructions. The upper images are a top down view, and the lower
images are rotated 4588 around horizontal. a) Overlay of cryo-ET
reconstructions (gray) and the excitation dipoles (red and cyan arrows)
corresponding to the red and cyan boxes from Figure 3a. b) Same as
(a) except arrows and structure correspond to fluorescence data from
Figure 3b. c) A pair of dots that was observed to have a weak
preference for excitation along the red arrow which aligns closely with
the black line joining the centers of mass in xy plane.
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impact of the local environment on the splitting phenomenon,
the 77 K PL spectroscopy component of the experiment was
repeated for QDs under three different preparations: 1) spun
coat on bare coverslips, 2) spun coat in poly(vinyl alcohol—
vinyl acetate) (PVA-VA) on coverslips and dried, and 3)
frozen in polycrystalline ice. For the bare glass samples only
one case of possible spectral splitting was observed in 70 total
spectra, and one in 14 for the PVA-VA samples. The
polycrystalline ice samples, in contrast, exhibited spectral
splitting in 22 out of 90 of the observed objects. This rate is
similar to that observed in vitreous ice, and suggests the
unique nature in which the sample is frozen is not the cause of
this behavior, but the details of the host environment are
important.

While definitive assignment of the mechanism leading to
split emission is beyond the scope of this work demonstrating
cryogenic correlative imaging, the phenomenon is likely due
to charged states or free charges. This suggestion is in large
part due to the magnitude of the energy splitting observed.
While fine splitting of QD emission has been reported from
states where a degeneracy has been lifted by a variety of
means such as an external magnetic field, excitation polar-
ization, or structural asymmetry, the energy differences due to
these effects are typically on the order of meV to a few
meV[47–50] and are inconsistent with our observations. One
possible explanation may be that after continued illumination
some QDs acquire a net charge of two electrons. Previous
work conducted on CdSe QDs attached to an electrode in an

electrochemical cell showed that when each QD has a charge
of two electrons, filling the 1Se state, the PL spectrum has two
peaks with emission coming either from the S2@ exciton or the
P2@ exciton with similar probabilities. The P2@ recombination
is blue shifted from the S recombination, while the S2@

emission is red-shifted due to the Stark effect[51] (see Fig-
ure S7). It is possible that in our experiments, where no
external field is applied to the QDs, the ice environment
serves to more effectively stabilize doubly charged QDs
which would otherwise not exist for appreciable amounts of
time. Another possibility is that we are observing changes in
the emission spectrum upon the formation of a trion state.
The decreased brightness observed here upon the transition
to the split emission is consistent with previous changes in
brightness attributed to trion formation,[24] though how a trion
state could lead to two distinct emission bands is unclear.
Further work is needed to assign a mechanism that gives rise
to these split emission features for single QDs.

Conclusion

In summary, we have developed a method to correlate
detailed single-particle PL spectroscopic measurements in-
cluding brightness, position, spectra, and in-plane excitation
dipole with 3D nanometer-scale reconstructions from cryo-
ET. By applying this technique to commercially available
CdSSe/ZnS quantum dots trapped in vitreous ice at cryogenic
temperatures, we observed a previously unreported dynamic
PL spectral splitting phenomenon at the single QD level.
With high spatial resolution information from cryo-ETwe can
definitively assign PL data to specific single QDs. By employ-
ing our image registration technique, we were able to
visualize the dynamically changing in-plane excitation dipole
orientation overlaid on a three-dimensional reconstruction of
the QD. Because this method investigates samples suspended
in vitreous ice, it is generalizable to fragile nanomaterial
systems and biological systems not accessible by correlative
imaging techniques at room temperature.
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